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Abréviation Signification Description / Contexte projet
API Application Programming Interface Communication entre le dashboard_ et Proxmox,
Terraform ou autres services
Ressources de calcul allouées aux machines vir-
CPU Central Processing Unit tuelles
Continuous Intégration Pipeline automatisé (Jenkins) pour déployer, tester
Cl/CD : ; .
Continuous Deployment et livrer en continu.
API Application Programming Interface Interface utilisée par Terraform pour communiquer
avec Proxmox.
VLAN Virtual Local Area Network Segmentation reseau (Prod, Storage,
Management...).
HA High Availability Haute disponibilité (Proxmox + Ceph).
HDD/SSD Hard Drive / Solid State Drive Types de stockage des nceuds Proxmox.
RBD RADOS Block Device Format de disque distribué utilisé par Ceph.
osD Object Storage Daemon Processus Ceph stocka,nt physiquement les
données.
TOTP Time-based One-Time Password Authentification forte a double facteur (2FA)
Service Ceph qui fournit la supervision et les
MGR Manager métriques.
PBS Proxmox Backup Server Solution de sauvegarde utilisée pour les VM.
PVE Proxmox Virtual Environment Hyperviseur utilisé pour le cluster
SSH Secure Shell Acces securise u_tll_lse par Ansible et les
administrateurs
laC Infrastructure as Code Gestion de I’infrastructure via Terraform
VPN Virtual Private network Accés sécurisé a ’infrastructure depuis ’extérieur
VM Virtual Machine Ressource virtuelle déployée sur Proxmox
(OF] Operating System Systémes d’exploitation
IP Internet Protocol

Adressage réseau des machines virtuelles
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Chapitre 1

Présentation genérale du Dashboard

1.1 Objectifs du Dashboard

Le Dashboard Cloud Privé a été développé afin de centraliser, simplifier et sécuriser la gestion de
I’infrastructure virtualisée de NovaTechSolutions.

Il répond aux objectifs suivants :

- Offrir une interface unique pour piloter le cloud privé sans accéder directement aux outils
sous-jacents.

- Réduire les erreurs humaines grace a I’automatisation des actions critiques.
- Accélérer le déploiement des machines virtuelles et des services applicatifs.
- Améliorer la visibilité sur I’état de I’infrastructure (VM, cluster, ressources).
- Renforcer la sécurité des accés administratifs via une authentification forte.

Le Dashboard s’inscrit dans une démarche d’industrialisation des opérations IT, conforme aux bonnes
pratiques DevOps et aux recommandations de 1’ ANSSI.

Monitoring Proxmox et VMs applicatives
Logs 3 noeuds Proxmox (< 3s)

NEBTECH.FR

NovaSolutions - Déploiement

Fuslod o fla 0 1uda “BING 56 pinca € an Cioud privd” | RICULE Damien

| retene d dipioyer

Debian 12 Basd (0 960}

Nom dela it
oo

1D 6ol vt

Acces directa | -— 20
Proxmox

(Acceés sécurisé)

AR 0]

ors01 ‘

Toratorm APPLY Accsdar 8 Jorbdm Tormins) Amiblo (55H)

' Accés au Dashboard Graylog

Accés au Déploi t tisé Ansibl

Panneau de déploiement VIV P
Acceés Dashboard Jenkins

Acces Shell Ansible

Figure 1 Dashboard - Page d'Accueil

Calendrier et heure synchronisés
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Figure 2 Dashboard - Menus complémentaires

1.2 Réle du Dashboard dans le cloud privé

Le Dashboard joue le réle de point d’entrée unique entre les utilisateurs et I’infrastructure cloud
privée.
Il agit comme une couche d’orchestration et d’abstraction, reliant :

- L’utilisateur final (administrateur ou technicien).
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- Les outils d’automatisation (Terraform, Ansible, Jenkins).

- L’infrastructure de virtualisation (Proxmox, Ceph).

- Les mécanismes de supervision et de journalisation.
Ainsi, I'utilisateur n’interagit jamais directement avec :

- L’API Proxmox.

- Les fichiers Terraform.

- Les playbooks Ansible.

- Les pipelines Jenkins.
Toutes les actions sont déclenchées et controlées depuis le dashboard.

NovaSolutions - Déploiement

Projet de fin d’étude "Mise en place d'un Cloud privé” : RECULE Damien
Template a déployer
Debian 12 Base (ID 300) v
Nom de la VM ID du template
vm-demo 300
ID de lavMm CPU
200 2
RAM (MB) Disque (GB)
4096 30
Datastore Interfaces réseau
vmstore vmbr0
Noeud Proxmox
pve01 v

Figure 3 Dashboard - Menu déploiement VM

1.3 Fonctionnalités principales

Le dashboard Cloud Privé permet notamment :
- L’authentification sécurisée des utilisateurs (HTTPS + 2FA).
- Lacréation automatisée de machines virtuelles via Terraform.
- Lagestion du cycle de vie des VM (démarrage, arrét, suppression).
- Le déploiement automatisé de solutions applicatives via Ansible.
- L’orchestration des taches a 1’aide de Jenkins.
- La consultation des journaux et des états d’exécution.
- Lasupervision globale de I’infrastructure.

L’ensemble des fonctionnalités est accessible via une interface web ergonomique, pensée pour étre
utilisable par des profils non experts en virtualisation ou en Infrastructure as Code.
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1.4 Périmeétre fonctionnel et limites

Le dashboard couvre exclusivement les opérations prévues et validées dans le cadre du projet.

Il ne permet pas :

La modification directe de la configuration Proxmox.
L’édition manuelle des fichiers Terraform ou Ansible.
L’exécution de commandes systéme arbitraires.

La gestion avancée du réseau ou du stockage bas niveau.

Ces limitations sont volontaires et visent a :

Garantir la sécurité de I’infrastructure.
Préserver la cohérence des déploiements.
Eviter toute manipulation non maitrisée.

Action non autorisée

Vous n’étes pas autorisé a supprimer la machine

virtuelle vm_test.

Cette action est restreinte pour des raisons de

sécurité et de conformité.

Veuillez contacter votre administrateur afin
d’effectuer cette opération.

Fermer

Figure 4 Dashboard - Restriction de sécurité
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Chapitre 2
Acces au dashboard

2.1 Prérequis techniques

Avant d’accéder au dashboard, 1’utilisateur doit s’assurer que les conditions techniques suivantes sont
réunies.

Navigateurs compatibles

Le dashboard est accessible via un navigateur web moderne supportant les standards HTMLS5 et
HTTPS.

Navigateurs recommandés :
- Microsoft Edge.
- Google Chrome (version récente).
- Mozilla Firefox.
- Microsoft Edge.

A L’utilisation d’anciens navigateurs ou de navigateurs hon maintenus peut entrainer des

dysfonctionnements d’affichage ou de sécurité.

Acces réseau
L’accés au dashboard est restreint au réseau interne de I’entreprise ou via un accés distant sécurisé.
Selon le contexte :

- Accés direct depuis le réseau interne NovaTechSolutions.

- Acceés distant via VPN sécurisé (Wireguard).

H ]
_—  § _ )= \, \,')
r VPN (WireGuard) A8
Utilisateur VPN Dashboard Cloud
Privé
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2.2 Acces sécurisé en HTTPS

Toutes les connexions au dashboard sont protégées par le protocole HTTPS afin de garantir :
- Laconfidentialité des échanges.
- L’intégrité des données transmises.
- L’authenticité du serveur.

Le dashboard utilise un certificat TLS valide, empéchant toute interception ou modification des flux
réseau.

L’URL d’acceés prend la forme suivante :

https://dashboard.novatechsolutions.fr

() https://dashboard.novatechsolutions.fr/

2.3 Authentification utilisateur

L’accés au dashboard nécessite une authentification utilisateur préalable.
Chague utilisateur dispose :
- D’un identifiant unique.
- D’un mot de passe personnel.
Lors de la connexion :
1. L’utilisateur saisit son identifiant
2. Il saisit son mot de passe
3. Le systéme vérifie les informations avant d’autoriser 1’accés

Les tentatives d’authentification sont journalisées afin de renforcer la tragabilité et la sécurité.

Connexion

Utilisez les identifiants fournis par I'administrateur,
merci.

Identifiant

Mot de passe

Votre mot de passe

Se connecter

Figure 5 Dashboard — Authentification
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2.4 Authentification forte (2FA - TOTP)

Afin de renforcer la sécurité des acces, le dashboard integre une authentification forte a deux facteurs
(2FA) basée sur le protocole TOTP.

Principe
En complément du mot de passe, I'utilisateur doit fournir un code temporaire généré par une
application d’authentification.

Applications compatibles :
- Google Authenticator.
- Microsoft Authenticator.
- FreeOTP.

Le code est :
- Temporaire (valide quelques secondes).
- Unique.
- Non reéutilisable.

Ce mécanisme permet de protéger 1’accés méme en cas de compromission du mot de passe.

Vérification 2FA

Scannez ce QR-Code (Google Authenticator) :

Code a 6 chiffres :

123456

Figure 6 Dashboard - Autorisation QR-code
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2.5 Gestion des droits et profils utilisateurs
Le dashboard applique une gestion fine des droits basée sur les profils utilisateurs.

Profils disponibles (exemples)
- Administrateur : acces complet (déploiement, suppression, supervision).
- Technicien : déploiement et supervision sans suppression critique.
- Lecture seule : consultation de 1’état de I’infrastructure.

Les droits définissent :
- Les actions autorisées.
- Les ressources accessibles.
- Les restrictions applicatives (ex : suppression de VM protégée).

Lorsqu’un utilisateur tente une action non autorisée, un message explicite s’affiche afin de prévenir
toute erreur de manipulation.

Action non autorisée
Controle des permissions

Lorsqu’un utilisateur tente une action non autorisée, un message
explicite s'affiche afin de prévenir toute erreur de manipulation.

Veérifiez vos droits ou contactez votre administrateur si cette action
est requise.

Fermer Contacter 'administrateur

Figure 7 Dashboard - Message Action non autorisée
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Chapitre 3

Interface Utilisateur

3.1 Page d’accueil et tableau de bord principal

Description

La page d’accueil constitue le point d’entrée principal du dashboard. Elle offre une vue synthétique de

I’état de ’infrastructure et un acces rapide aux fonctionnalités essentielles.

Elle regroupe notamment :
- L’état global du cluster Proxmox.
- Le nombre de machines virtuelles actives.
- L’état du stockage (Ceph).
- Les alertes et événements récents.
- Les raccourcis vers les actions courantes.

Cette approche permet a I’utilisateur d’évaluer rapidement la situation sans parcourir plusieurs écrans.

Etat des services

Terraform : @
Ansible —: @
Jenkins — @
Graylog — @
Docker —: @
PVEO1 - @
PVEO2 - @
PVEO3 - @

Acces Proxmox

PVEO1 :
Ping:1.5ms
CPU: 0%
RAM : 26 9%
DISK : 59.2%
VM : 32

@ PVEO1

@ PVE02

PVEO2 -
Ping - 1.6 ms

CPU: 06% @ PVEO03
RAM - 10.5%
DISK : 7.3%

VM:0

VM:0

Figure 8 Dashboard - Monitoring - Cluster Proxmox
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PVEO1

312

304

301

800

319

300

324

313

307

456

308

100

306

104

Nom
tpl-infra-prometheus-debian-12
tpl-grafana-debian-12
tpl-bastion-base-debian
SRV-001-ADDS
tpl-windows-server-2022-RDP
tpl-base-debian-12
tpl-software-base-debian12
tpl-windows-11-pro-base
tpl-infra-nodeexporter-debian-12
tpl-k8s-master-debian-12
vm-demo
tpl-k8s-worker-debian-12
Ansible

tpl-ansible-debian-12

Prometheus

Machines Virtuelles Proxmox

Etat

stopped
stopped
stopped
running
stopped
stopped
stopped
stopped
stopped
stopped
running
stopped
stopped
stopped

stopped

Actions

[ start | supprimer J
[ start J supprimer |
[ start J supprimer |
) st D
[ start | supprimer
[ start ] supprimer |
[ start J supprimer |
[ start J supprimer |
[ start J| supprimer |
[ start J| supprimer |
) r D
[ start J supprimer |
[ start J supprimer |
[ start J| supprimer |
[ start J supprimer |

Figure 9 Dashboard — Liste des VMs déployées

3.2 Navigation et menus

Description

La navigation repose sur une structure simple et cohérente, congue pour limiter les erreurs de
manipulation et améliorer I’expérience utilisateur.

Les menus permettent d’accéder aux principales sections :

Gestion des machines virtuelles.

Déploiement automatisé.

Supervision et logs.

Parameétres et administration.

La navigation est persistante afin que 1’utilisateur sache toujours ou il se trouve dans I’interface.

Points clés

Hiérarchie claire des menus.

Acces rapide aux actions fréquentes.

Séparation entre fonctions utilisateur et administrateur.

Sections clairement identifiées.
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Logs Proxmox

PVEO1 PVEO02 PVEO3

UlisLtuimecoLicu vy uscrs

Dec 18 22:19:05 pvedl sshd[16635]: Disconnected from
user root 192.168.1.12 port 52806

Dec 18 22:19:05 pvedl sshd[16635]:
pam_unix(sshd:session): session closed for user root
Dec 18 22:19:05 pvedl systemd[1]: session-118.scope:
Deactivated successfully.

Dec 18 22:19:05 pvedl systemd-logind[80@4]: Session
118 logged out. Waiting for processes to exit.

Dec 18 22:19:05 pvedl systemd-logind[8064]: Removed
session 118.

Dec 18 22:19:08 pveBl sshd[16644]: Accepted
publickey for root from 192.168.1.12 port 52818
ssh2: RSA

SHA256 : 6P4IIWDUDR/nuNPZ3IUC9FRjB1/XrHUOY85mdzo8Vul
Dec 18 22:19:08 pvedl sshd[16644]:
pam_unix(sshd:session): session opened for user
root(uid=0) by (uid=e)

Dec 18 22:19:08 pvedl systemd-logind[8064]: New
session 119 of user root.

Dec 18 22:19:08 pvedl systemd[1]: Started session-
119.scope - Session 119 of User root.

Dec 18 22:19:08 pvedl sshd[16644]:
pam_env(sshd:session): deprecated reading of user
environment enabled

Figure 10 Dashboard - Logs Cluster Proxmox

3.3 Indicateurs et statuts affichés

Description

Le dashboard met en avant des indicateurs visuels permettant de suivre 1’état de I’infrastructure en
temps réel.

Les statuts sont présentés de maniére lisible a I’aide de :
- Couleurs normalisées (vert / orange / rouge).
- Icbnes explicites.
- Libellés courts et compréhensibles.
Exemples d’indicateurs :
- Etat des VM (démarrée, arrétée, en erreur).

Disponibilité du cluster.
- Etat du stockage Ceph.
- Charge ou alertes systeme.
Cette représentation visuelle facilite la prise de décision et permet une détection rapide des anomalies.
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3.4 Messages systeme et notifications

Description

Le dashboard intégre un systéme de messages permettant d’informer 1’utilisateur lors des actions
effectuées ou en cas d’erreur.

Ces messages sont affichés de maniére explicite afin d’éviter toute ambiguité.
Types de messages :

- Confirmation d’action réussie.

- Avertissement (action sensible).

- Erreur ou action non autorisée.

Les notifications contribuent a la sécurité en empéchant les actions non prévues et en guidant
’utilisateur.

Exemple

Lorsqu’un utilisateur tente une action non autorisée (suppression d’une VM protégée), un message
clair s’affiche I’invitant a contacter un administrateur.

Action non autorisée

Veuillez contacter votre administrateur afin

d'effectuer cette opération.

Fermer

Figure 11 Dashboard - Contacter Administrateur
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Chapitre 4

Vision fonctionnelle et cycle de vie des machines
virtuelles

4.1 Role et objectifs des machines virtuelles

Les machines virtuelles (VM) constituent 1’¢lément central de 1’infrastructure du cloud privé.
Elles permettent de fournir des environnements isolés, reproductibles et flexibles, adaptés aux
besoins applicatifs et métiers.

L’utilisation des VM répond a plusieurs objectifs :

- Isolation des environnements : chaque service ou application est déployé dans
une VM dédiée, limitant les impacts en cas de panne, de mauvaise configuration
ou de compromission.

- Scalabilité : les ressources d’une VM peuvent étre ajustées dynamiquement (CPU,
mémoire, stockage) sans intervention matérielle.

- Standardisation : I'utilisation de modé¢les (templates) garantit que toutes les VM
respectent une base systeme homogene et conforme aux bonnes pratiques de 1’in-
frastructure.

- Automatisation : la création et la gestion des VM sont intégrées dans des proces-
sus automatisés (Terraform, Ansible), réduisant les erreurs humaines et les délais
de mise en production.

Dans ce contexte, les templates jouent un réle clé : ils servent de point de départ fiable pour
toutes les VM, assurant cohérence, sécurité et rapidité de déploiement.

Machines Virtuelles Proxmox

PVEO1 v
ID Nom Etat Actions

312 tpl-infra-prometheus-debian-12 stopped @ m m

316 tpl-security-keycloak-debian-12 stopped m m

307 tpl-k8s-master-debian-12 stopped m m

100 Ansible running m Reset m m
300 tpl-base-debian-12 stopped m m

321 tpl-windows-11-pro-base stopped m m

318 tpl-pfsense-base stopped m m

313 tpl-infra-nodeexporter-debian-12 stopped m m m

101 Jenkins running m Reset m m
320 tpl-ubuntu-linux-minimal stopped m m

301 tpl-bastion-base-debian stopped m m

800  SRV-001-ADDS running [ stop Q0N Supprimer || Migrer |

Figure 12 Vue d’ensemble des machines virtuelles du cloud privé (Détails)
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4.2 Composants d’une machine virtuelle

Chague machine virtuelle est composée de plusieurs éléments techniques, configurables lors de sa
création et ajustables durant son cycle de vie.

- Processeur (CPU) : La VM dispose d’un nombre défini de processeurs virtuels (vCPU).
Ceux-ci représentent une portion des ressources CPU physiques de 1’hyperviseur. L’allo-
cation peut étre adaptée en fonction de la charge attendue de la VM.

- Mémoire (RAM) : La mémoire vive attribuée a la VM conditionne directement ses per-
formances et sa capacité a exécuter des applications. Une allocation correcte permet d’as-
surer la stabilité du systéme tout en optimisant 1’utilisation des ressources globales.

NovaSolutions - Déploiement

Projet de fin d’étude "Mise en place d'un Cloud privé® : RECULE Damien

Template a déployer

Debian 12 Base (ID 300) v
Nom de la VM ID du template

vm-demo 300
ID de lavM CPU

200 2
RAM (MB) Disque (GB)

4096 30
Datastore Interfaces réseau

vmstore vmbr0
Noeud Proxmox

pve01 v

Figure 13 Fenétre de création de VM (Parametres techniques)

Le stockage est généralement réparti en :

- Disque systeme : contient le systéme d’exploitation et les composants de base.

- Disques de données : dédiés aux applications, bases de données ou fichiers persistants.
La connectivité réseau de la VM comprend :

- Une adresse IP (statique ou dynamique)

- L’appartenance a un réseau ou VLAN spécifique

- Des régles de sécurité (pare-feu, filtrage) appliquées au niveau de I’infrastructure
Ces composants constituent la base technique sur laquelle reposent les services déployés.

4.3 Etats possibles d’une machine virtuelle

Une machine virtuelle peut se trouver dans plusieurs états tout au long de son existence. Ces états per-
mettent de suivre son fonctionnement et de détecter d’éventuels problémes.

- Arrétée : la VM existe mais ne consomme pas de ressources CPU ou mémoire.
- Démarrée : la VM est active et opérationnelle.

Page -33-|78



Guide Utilisateur
Copyright © 2026 NebTech

- Encours de déploiement : la VM est en phase de création ou de configuration automa-
tique.

- Enerreur : une anomalie est survenue lors du déploiement, du démarrage ou de 1’exécu-
tion.

- Supprimée : la VM a été retirée de I’infrastructure et ses ressources libérées.

La gestion de ces états est essentielle pour I’exploitation et la supervision de I’infrastructure.

4.4 Cycle de vie d’une machine virtuelle

Le cycle de vie d’une machine virtuelle s’inscrit dans une logique entiérement automatisée et maitrisée

1. Création a partir d’un template
Une VM est instanciée depuis un modéle standardisé garantissant une base systéme saine et
sécurisée.

2. Phase d’exploitation
La VM héberge un ou plusieurs services et peut étre configurée automatiquement via Ansible.

3. Evolutions et maintenance
Les ressources ou les services peuvent étre ajustés sans recréer la VM.

4. Suppression
Une fois la VM devenue inutile, elle est supprimée afin de libérer les ressources.

[l Création a partir 3 Phase d'exploitation El Evolutions et [} Suppression

d’un template maintenance
La VM héberge un ou Une fois la VM devenue
La machine virtuelle est plusieurs services applicatifs et Les ressources ou les services inutile, elle est supprimée afin
instanciée depuis un template peut étre configurée peuvent étre ajustés sans de libérer les ressources et
standardisé garantissant une automatiquement via Ansible. recréer la VM, assurant maintenir une infrastructure
base systéme saine, sécurisée = ~  flexibilité et continuité de ~  optimisée.
et reproductible. Services Ansible service.
o Nettoyage Optimisation
Template Standardisation futsmatiation Scalabilité Maintenance
Sécurité Evolutivité

Figure 14 Cycle de vie d'une VM dans l'infrastructure

Terraform intervient principalement dans la gestion de ’infrastructure (création, modification,
suppression), tandis qu’Ansible assure la configuration logicielle et applicative.
Cette séparation garantit un cycle de vie clair, cohérent et automatise.

4.5 Role et fonctionnement des templates

Les templates sont des images de référence utilisées pour la création des machines virtuelles.
IIs permettent :

- Centralisation : un point unique de définition des configurations de base.
- Standardisation : toutes les VM partagent la méme structure systeme initiale.

- Securite : intégration de parameétres de durcissement (SSH, utilisateurs, acces).
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- Reproductibilité : création rapide et fiable de nouvelles VM, sans configuration

manuelle.

Grace aux templates, I’infrastructure reste cohérente et facile a maintenir, méme lors de dé-

ploiements massifs.

Template a déployer

Debian 12 Base (ID 300)

Bastion SSH (ID 301)
HAProxy (ID 302)
Prometheus (ID 303)
Grafana (ID 304)

Node Exporter (ID 305)
Ansible (ID 306)

K8s Master (ID 307)

K8s Worker (ID 308)
Registry (ID 309)
Crowdsec (ID 310)

Loki (ID 311)

Infra Prometheus (ID 312)
Infra NodeExporter (ID 313)
Redis (ID 314)
PostgreSQL (ID 315)
Keycloak (ID 316)
OpenVAS (ID 317)
pfSense (ID 318)

v

Figure 15 Détail des templates disponibles

4.6 Bonnes pratiques d’utilisation

Afin de garantir la stabilité et la performance du cloud privé, plusieurs bonnes pratiques sont

recommandées :

- Eviter le surdimensionnement des ressources (CPU, RAM, stockage).

- Supprimer les machines virtuelles inutilisées afin de libérer les ressources.

- Utiliser exclusivement les templates validés et maintenus.

- Privilégier les déploiements applicatifs via Ansible plut6t que des installations ma-

nuelles.

- Surveiller régulierement 1’état et I’utilisation des VM.

Le respect de ces bonnes pratiques contribue a une infrastructure fiable, sécurisée et pérenne.
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Chapitre 5
Modeles opératoires (procédures)

5.1 Créer, déployer et migrer une VM unique

Objectif
Créer et déployer une machine virtuelle unique a partir d’un template Proxmox via le dashboard, sans
intervention directe sur I’hyperviseur.

Prérequis
- Etre authentifié sur le dashboard.
- Disposer des droits de création de VM.
Procédure
1. Accéder au menu Création de VM

2. Choisir le template souhaité

3. Renseigner les paramétres (nom, ressources, réseau)
4. Verifier les parametres avec Terraform Plan

5. Valider la création avec Terraform Apply

6. Suivre I’état du déploiement via le retour visuel du dashboard

Template a déployer
Debian 12 Base (ID 300) v

Debian 12 Base (ID 300) -

Bastion SSH (ID 301)
HAProxy (ID 302)
Prometheus (ID 303)
Grafana (ID 304)

Node Exporter (ID 305)
Ansible (ID 306)

K8s Master (ID 307)

K8s Worker (ID 308)
Registry (ID 309)
Crowdsec (ID 310)

Loki (ID 311)

Infra Prometheus (ID 312)
Infra NodeExporter (ID 313)
Redis (ID 314)

PostgreSQL (ID 315)
Keycloak (ID 316)
OpenVAS (ID 317)
pfSense (ID 318)

Windows 2022 (ID 319) v

Figure 16 Choix du template a déployer
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NovaSolutions - Déploiement

Projet de fin d'étude "Mise en place d'un Cloud privé” : RECULE Damien

Template a déployer

K8s Master (ID 307) .
Nom de la VM 1D du template

test001 300
1D de la VM cPU

400 4
RAM (MB) Disque (GB)

4096 60

Datastore Interfaces réseau

vmstore vmbr0

Neeud Proxmox

pve01 v

Terraform PLAN Terraform APPLY Accéder a Jenkins Terminal Ansible (SSH)

Figure 17 Déployer une VM unique

create full done of drive scsi0 (vmstore:300/base-300-disk-0.qcow2)
Formatting */mnt/vmstore/images/400/vm-400-disk-0.qcow2’, fmt=qcow?2 duster_size=65536 extended_I2=off preallocation=metadata compressi

transferred 0.0 B of 10.0 GiB (0.00%)

transferred 103.4 MiB of 10.0 GiB (1.01%)
transferred 206.8 MiB of 10.0 GiB (2.02%)
transferred 309.2 MiB of 10.0 GiB (3.02%)

Figure 18 Etat du déploiement

Résultat attendu
La VM est créée, démarrée et visible dans I’interface avec son état opérationnel.

Migration des machines virtuelles

La migration d’une machine virtuelle consiste a déplacer celle-ci d’un héte physique vers un autre,
sans altérer son fonctionnement ni ses données. Elle permet d’optimiser 1’utilisation des ressources,
d’assurer la maintenance des serveurs ou d’améliorer la résilience de I’infrastructure.

On distingue principalement deux types de migration : la migration a froid et la migration a chaud.

Migration a froid

Principe

La migration a froid est réalisée lorsque la machine virtuelle est arrétée.
La VM n’exécute aucun service durant 1’opération, ce qui garantit une migration simple et sans risque
d’incohérence.

Avantages
- Procédure fiable et sécurisée.

- Aucune contrainte de synchronisation en temps réel.
- Compatible avec toutes les VM et tous les hyperviseurs.

Inconvénients
- Interruption de service pendant la durée de la migration.
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Cas d’usage
- Maintenance planifiée.

- Environnements de test ou de développement.
- Migration d’infrastructures non critiques.

Déroulement

Arrét de la machine virtuelle

Copie des fichiers disque et de configuration vers le nouvel hote
Reconfiguration réseau si nécessaire

Redémarrage de la VM sur le nouvel héte

el N =

Migration a chaud

Principe

La migration & chaud permet de déplacer une machine virtuelle sans interruption de service.
La mémoire et I’état de la VM sont copiés en continu vers le nouvel hote pendant son fonctionnement.

Avantages
- Continuité de service.

- Aucune coupure visible pour I’utilisateur final.
- ldéal pour les environnements de production.

Inconvénients
- Plus complexe techniquement.
- Dépend des capacités de I’hyperviseur et du stockage partagé.
- Peut générer une charge réseau temporaire.

Cas d’usage
- Maintenance non planifiée.

- Rééquilibrage de charge.
- Infrastructures critiques (production)

Déroulement

Synchronisation progressive de la mémoire et de 1’état de la VM
Transfert final quasi instantané

Bascule automatique vers le nouvel hote

Reprise immediate de 1’exécution sur la nouvelle plateforme

roNMPE

Mise en ceuvre de la migration dans ’infrastructure

Dans le cadre de ce dashboard :
- Lasélection de la machine virtuelle a migrer se fait depuis 1’interface graphique.
- Le type de migration (a froid ou a chaud) est choisi en fonction de 1’état de la VM et du
contexte.
- Le dashboard orchestre 1’opération via les outils sous-jacents (hyperviseur, automatisa-
tion).
- L’état de la migration est suivi en temps réel avec un retour d’état clair.

Les migrations a froid sont privilégiées pour les opérations planifiées, tandis que les migrations a
chaud sont utilisées pour garantir la continuité de service.
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Bonnes pratiques

- Prévoir les migrations a froid hors des heures de production.
- Vérifier la compatibilité des hotes avant migration.

- Surveiller I’utilisation réseau lors des migrations a chaud.

- Tester les migrations sur des environnements non critiques.

Pour effectuer une migration manuelle, il suffit d’utiliser I’option Migrer prévu a cette effet et de ren-
seigner le nceud cible.

Machines Virtuelles Proxmox

PVEO1 v
D Nom Etat Actions Q
303 tpl-prometheus-debian-12 stopped m m

800  SRV-001-ADDS running ED) Reset m@
103 Grafana stopped m m m

104 Prometheus stopped m

301 tpl-bastion-base-debian stopped m

310 tpl-security-crowdsec-debian-12 stopped m m

102 Terraform running m Reset m m
304 tpl-grafana-debian-12 stopped m m m

101 Jenking running P supprimer ) Magrer |

Figure 19 Migration VM — Choix de la VM

dashboard.novatechsolutions.fr:18443 indique

Vers quel noeud migrer la VM ?
(pve01, pve02 ou pve03)

OK Annuler

Figure 20 Migration VM - Choix du nceud cible
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5.2 Créer un groupe de VM et le déployer

Objectif

Définir un groupe logique de machines virtuelles pouvant étre déployées ensemble.

Prérequis
- Acces au module de gestion des groupes.
- Templates disponibles.
Procédure
1. Accéder au menu Groupes de VM.
2. Cliquer sur Créer un groupe.
3. Donner un nom explicite au groupe.
4. Ajouter les Templates souhaitées.
5. Enregistrer le groupe.
6. Depuis le menu Création VM, choisir le groupe.
7. Renseigner les paramétres (nom, ressources, réseau).
=>L’ID choisi sera le point de départ des VM déployées.
8. Vérifier les paramétres avec Terraform Plan.
9. Valider la création avec Terraform Apply.

10. Suivre I’état du déploiement Via le retour visuel du dashboard.

11. Vérifier la création de la VM sur le nceud Proxmox PVE.

ir déployer un groupe, sélectionnez-le dans "Template a déployer” puis Crowdsec — ID: 310

Créer un nouveau groupe

o = Nom du groupe
Groupes de déploiement

Ex : LAB-SIEM
23 )
Cluster-Dev Templates inclus
GG_Debian Debian 12 Base — ID: 300
Groupeoo‘] Bastion SSH — ID: 301
LAB-SIEM HAProxy — ID: 302
Prometheus — ID: 303
SRVEADDS Grafana — ID: 304
Tree Node Exporter — ID- 305
Windows Ansible — ID: 306
daminus K8s Master — ID: 307
linuxX4 K8s Worker — ID: 308
Registry — ID: 309

Loki —ID: 311

lnfrn Neanandhain IN-n40

Maintiens Ctrl (ou Cmd) pour sélectionner plusieurs templates.

Créer le groupe]

Figure 21 Menu de création de groupe de VMs
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NovaSolutions - Déploiement

Projet de fin d'étude "Mise en place d'un Cloud privé” : RECULE Damien

Template a déployer

Debian 12 Base (ID 300)

PostgreSQL (ID 315) B

Keycloak (ID 316)
OpenVAS (ID 317)
pfSense (ID 318)
Windows 2022 (ID 319)
Ubuntu Minimal (ID 320)
Windows 11 (ID 321)
Terraform (ID 322)
Jenkins (ID 323)
Groupes de déploiement
Groupe : 23
Groupe : Cluster-Dev
Groupe : GG_Debian
Groupe : Groupe001
Groupe : LAB-SIEM
Groupe : SRV-ADDS
Groupe : Tree
Groupe : Windows
Groupe : daminus

Groupe : linuxX4

Figure 22 Choix du groupe

X PRO X MMO XX virtual Environment 8.4.0

v

Server View

&= Datacenter (NovaTech)
Eb pveo1
! 100 (Ansible) @
S 101 (Jenkins) |
3 102 (Terraform)
103 (Grafana
104 (Prometheus) @
L 400 (test001) @
L 456 (vm-demo) @
a 500
a 501
a 502
a 503
gt 8U0 (SRV-00T-ADDS) @

Figure 23 Vérification du déploiement en cours sur Proxmox

Start Time |

Dec 20 08:29:31
Dec 20 08:29:31
Dec 20 08:29:31
Dec 20 08:29:31

Résultat attendu

bl Virtual Machine 100 (Ansible) on node 'pve01'

& Summary
>_ Console
[J Hardware
& Cloud-Init
& Options
Task History
@ Monitor
Backup

13 Replication
'® Snapshots

User name

root@pam
root@pam

root@pam

root@pam

Figure 24 Cluster Logs Proxmox

Le groupe est enregistre et prét a étre déployé ultérieurement.

Description

VM 303 - Clone
VM 300 - Clone
VM 304 - Clone
VM 301 - Clone
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5.3 Lancer un playbook Ansible

Objectif
Appliquer une configuration ou installer des services sur une VM via Ansible.

Prérequis

VM accessible
Playbook disponible
Accés Ansible configuré

Procédure

1.

2
3.
4,
5

Accéder au menu Ansible
Sélectionner la VM cible
Choisir le playbook souhaité
Lancer I’exécution

Consulter le retour d’exécution dans le dashboard

Déploiement Ansible

Machine virtuelle cible

pve01 — vm-demo (VMID 456)

Adresse IP cible
192.168.1.197

Solution a déployer

Apache2

v Apache2
Nginx
Kubernetes
Docker

Graylog

Figure 25 Menu de déploiement - Groupe VMs

Résultat attendu

Le playbook s’exécute avec succes ou retourne un message d’erreur exploitable.
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5.4 Accéder au Shell Ansible via navigateur

Objectif
Accéder a un terminal Ansible directement depuis le navigateur web.

Prérequis
- Droits administrateur
- Accés réseau autorisé
- ldentifiant de connexion administrateur
Procédure
1. Depuis le Dashboard, sélectionner le menu Terminal Ansible.
2. Vous étes automatiquement redirigé vers un terminal via un navigateur Web.
3. Se connecter avec des identifiants administrateur.
4. Exécuter les commandes nécessaires.
5. Quitter la session une fois 1’opération terminée.

Terminal Ansible (SSH)

debian login: root
Password:
Linux debian 6.1.0-41-amd64 #1 SMP PREEMPT_DYNAMIC Debian 6.1.158-1 (2025-11-09) x86_64

The programs included with the Debian GNU/Linux system are free software;
the exact distribution terms for each program are described in the
individual files in /usr/share/doc/*/copyright.

Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent

permitted by applicable law.

Last login: Thu Dec 18 14:47:59 CET 2025 from 192.168.1.134 on pts/5

root@debian:~# cd /etc/ansible

root@debian:/etc/ansible# 1s

apache_install.yml backup deploy_app.yml install_docker.yml inventory.ini maj.yml playbooks provisioning-api
apache.yml bootstrap.yml hardening.yml  inventory02.ini inventory_webdeploy.ini ping.yml project roles
root@debian:/etc/ansiblet# []

Figure 26 Acces au terminal Ansible

Résultat attendu

Ansible est accessible par les administrateurs pour création ou modification de playbook directement
depuis le Dashboard.
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5.5 Accéder a Graylog

Objectif
Consulter les logs centralisés pour 1’analyse et la sécurité.

Prérequis
e Graylog opérationnel
e Droits d’accés
Procédure
1. Depuis le Dashboard, sélectionner le menu Accéder a Graylog.
2. Vous étes automatiquement redirigé vers le dashboard Graylog via un navigateur Web.
3. Se connecter avec des identifiants administrateur.
4. Consulter les flux et alertes.

W Accéder a Graylog

Welcome to Graylog

Username

admin

Password

Figure 27 Fenétre de connexion Graylog

All Messages
timestamp =
2025-12-19 08:00:45,686
e it R fill

| 2025-12-19 08:00:45.685

d2c29e10-dcb0-11f0-a695-000c29¢7a337

Timestamp application_name
2025-12-19 08:00:45.685 systend
Received by facility
Proxmox001 on & 2c7fa1t jebial systen daemon
Stored in index facility_num
graylog_1 3
Routed into streams full_message
Jefault Streas <30>1 2025-12-19T709:00:45.685678+01:00 pved1 systemd 1 - - run-user-0.mount: Deactivated successfully
level
6
message

run-user-6.mount: Deactivated successfully.

process_id
1

source
pved1

timoctamn

Figure 28 Dashboard Graylog
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Résultat attendu

Les journaux sont consultables en temps réel.

5.6 Accéder a Jenkins

Objectif
Accéder a I’outil Jenkins depuis le dashboard afin de superviser et déclencher les pipelines CI/CD liés

au projet.

Prérequis
- Jenkins opérationnel

- Droits d’accés Jenkins
- Accés au dashboard
Procédure
1. Depuis le Dashboard, Accéder au menu Outils & Automatisations.
2. Cliquer sur Accéder a Jenkins.
3. Vous étes redirigé vers I’interface Jenkins.
4

S’authentifier avec des identifiants administrateur.

Accéder a Jenkins

S'identifier dans Jenkins

Utilisateur

Mot de passe

Garder ma session ouverte

Figure 29 Fenétre de connexion Jenkins
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g Jenkins = Neceuds

Nodes
S Nom 1 Architecture
CI Ansible Linux (amd64)
Q contréleur Linux (amd64)
Q Terraform Linux (amdé64)
Données obtenues 48 mn

Figure 30 Dashboard Jenkins

Résultat attendu

L’administrateur accéde a Jenkins.

Différence entre les horloges

Synchronisé

Synchronisé

Synchronisé

48 mn

Page -46-|78



Guide Utilisateur
Copyright © 2026 NebTech

-47-78



Guide Utilisateur
Copyright © 2026 NebTech

Chapitre 6

Déploiement de solutions applicatives

6.1 Principe de déploiement automatisé

Description

Le déploiement applicatif repose sur 1’exécution de playbooks Ansible prédéfinis et validés par
I’administrateur.
Ces playbooks permettent d’automatiser I’installation, la configuration et le durcissement des services
applicatifs.

Le processus suit les étapes suivantes :

1. Sélection d’une machine virtuelle cible.
2. Choix de la solution applicative.
3. Exécution du playbook Ansible correspondant.
4. Retour d’état et journalisation.
Déploiement Ansible
Machine virtuelle cible
pve01 — vm-demo (VMID 456)
Adresse IP cible
192.168.1.197
Solution a déployer
Apache2
Figure 31 Menu de déploiement Ansible
Avantages

- Standardisation des déploiements.
- Réduction des erreurs humaines.
- Gain de temps opérationnel.

- Tracabilité des actions.
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6.2 Sélection d’une solution applicative

Description

Depuis I’interface du dashboard, 1’utilisateur peut sélectionner une solution applicative parmi un
catalogue prédéfini.

Exemples de solutions disponibles :
- Serveur web (Apache, Nginx).
- Services systemes (Docker, Docker Compose, Kubernetes).
- Outils de supervision ou de journalisation.
- Environnements applicatifs spécifiques.

Seules les solutions validées et sécurisées par 1’équipe IT sont proposées afin de garantir la cohérence
et la sécurité de I’infrastructure.

Catalogue des solutions applicatives
- Liste déroulante ou cartes.
- Description courte de chaque solution.
- Indication de la VM cible.

Déploiement Ansible

Machine virtuelle cible

pve01 — vm-demo (VMID 456)

Adresse IP cible
192.168.1.197

Solution a déployer

Apache2

v Apache2
Nginx
Kubernetes
Docker

Graylog

Figure 32 Choix de solutions - Menu Ansible
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6.3 Lancement du déploiement via Ansible

Description

Une fois la solution sélectionnée, 1’utilisateur déclenche le déploiement depuis le dashboard.
Le dashboard exécute alors automatiquement le playbook Ansible correspondant.

L’exécution s’effectue :
- Viaune connexion sécurisée.
- Avec des parameétres prédéfinis.
- Sans acces direct a la VM par 'utilisateur.
Cette approche garantit un controle strict des actions et une exécution homogéne des configurations.

Lancement du déploiement
- Bouton « Déployer ».
- Message de confirmation avant exécution.
- Validation puis retour aprés 1’exécution du playbook.

6.4 Suivi de I’exécution et retour d’état

Description

Pendant I’exécution du playbook, 1’utilisateur peut suivre en temps réel 1’état du déploiement depuis le
dashboard.

Les informations affichées incluent :
- Progression de I’exécution.
- Téches en cours.
- Messages de succés ou d’échec.

- Durée totale du déploiement.

A la fin du processus, un état final est présenté :
- Succes.
- Echec partiel.
- Echec total.

Ces informations sont également journalisées pour consultation ultérieure.
- Logs en temps réel.
- Indicateur de progression.
- Statut final visible
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PLAY [Install Apachez on Debian] FEEEEE ARSI R AR AT IR R AR T IR AR TR ER AR ETRRR TR

TASK [Gathering Facts] e et e e T e s

ok: [target]

TASK [Update APT] B e e et L Lt

changed: [target]

TASK [Install Apachez] e e

changed: [target]

TASK [Ensure Apachez is running] FEEEZXXEEEEXTAREE XXX EEE XXX AR XXX XXX R R
ok: [target]

PLAY RECAP **** 2k kit ks s a ki k E R R A AR R R R R AR A R TR AR EITA AR ST Z TR R E TR R TR TN

target : ok=4 changed=2 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

Figure 33 Retour du playbook exécuté avec succes

6.5 Cas d’erreur et messages associés

Description

En cas d’erreur lors du déploiement, le dashboard affiche un message clair et explicite afin d’informer
|’utilisateur.

Types d’erreurs possibles :
- Machine virtuelle injoignable.
- Prérequis non respectés.
- Erreur de configuration.
- Echec d’une tache Ansible.

Les messages sont congus pour étre comprehensibles sans expertise avancee, tout en permettant a un
administrateur d’identifier rapidement la cause.

Exemple de message

0 Echec du déploiement

Le déploiement a échoué : la machine virtuelle cible n’est pas
accessible.

Veuillez vérifier I'état de la VM ou contacter votre administrateur.

Fermer

Figure 34 Echec de déploiement solutions
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Chapitre 7
Automatisation et orchestration

7.1 Role de Terraform dans le dashboard
Terraform est utilisé comme moteur d’infrastructure as code (laC) au sein du dashboard.

Depuis 'interface, Terraform permet :
- Lacréation automatique de machines virtuelles sur le cluster Proxmox.
- L’application de parameétres standardisés (CPU, mémoire, stockage, réseau).
- Latragabilité des déploiements grace aux fichiers d’état

Le dashboard agit comme une couche de pilotage simplifi¢e : I'utilisateur sélectionne ses paramétres,
puis Terraform exécute le provisioning de maniére controlée, sans intervention directe sur
I’hyperviseur.

Nom de laVM ID du template
vm-demo 300

ID de laVM CPU
200 2

RAM (MB) Disque (GB)
4096 30

Datastore Interfaces réseau
vmstore vmbr0

Nceud Proxmox
pve01 v

Figure 35 Dashboard - Paramétres de déploiement VMs

7.2 Role d’Ansible dans le dashboard

Ansible intervient apres la création de la machine virtuelle, pour assurer la configuration et le
déploiement applicatif.

Via le dashboard, Ansible permet :

- L’installation automatisée de solutions applicatives (Apache, Nginx, Docker, Kubernetes,
Graylog, etc.).
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- Le durcissement de la configuration systéme.
- L’application de roles standards et reproductibles.

L’exécution se fait de maniére idempotente, garantissant qu’une action répétée n’entraine pas d’effet
indésirable.

Déploiement Ansible

Machine virtuelle cible

pve01 — vm-demo (VMID 456)

Adresse IP cible
192.168.1.197

Solution & déployer

Apache2

Figure 36 Ansible - Parametres de déploiement solutions applicatives

7.3 Intégration Jenkins (pipelines)

Jenkins est utilisé comme orchestrateur des pipelines d’automatisation, son réle dans le projet est de :
- Lancer les pipelines Terraform et Ansible.
- Centraliser I’exécution des taches automatisées.

- Fournir un retour d’état détaillé (succés, échec, logs).

Le dashboard déclenche Jenkins via API, sans exposer 1’outil directement a I’utilisateur final, ce qui
renforce la sécurité et la simplicité d’utilisation.

\;"
&)

0

Figure 37 Jenkins - Connexion depuis le Dashboard
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@ Jenkins Nceuds

Nodes

S Nom 1 Architecture Différence entre les horloges

Ansible Linux (amd64)

contréleur Linux (amd64)

g a0

Terraform Linux (amd64)

Données obtenues 13 mn

Figure 36 Jenkins - Agents

Figure 38 Jenkins - Extrait de Pipeline Terraform

7.4 Chaine compléte d’automatisation

La chaine d’automatisation suit le processus suivant :

L’utilisateur déclenche une action depuis le dashboard.

Le dashboard valide les paramétres et les droits.

Jenkins lance le pipeline correspondant.

Terraform crée la machine virtuelle sur Proxmox.

Ansible configure la VM et déploie la solution applicative.

o vk W NP

Les logs et statuts sont centralisés et affichés dans le dashboard.

Cette chaine garantit :

- Une exécution cohérente et reproductible.
- Une réduction significative des erreurs humaines.

- Une vision globale du cycle de vie des ressources.

Synchronisé

Synchronisé

Synchronisé

13 mn
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Dashboard

f—anonenst
producion’
T Selecti P i
election roxrox clone:
Validation
walidation Utilisateuur Flask Tematomn Thodules o tomalate o it
: fetetematormy
choix Vi o 4 L dloud-projecti
—_ 15k |
Lt L cloudini!
> (S b mariadb-claudinityaml
..‘ Sonnoction L o e
. AP| Proxmox —_— L » init. yaml
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%K ' ansible-server cloudinit yaml
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rars — API Proxmez
Message
d'arrour Ceph arée la disque répliqué
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i eréda Z
Dashnoard S X Prexmox Backup Jorking ¢ Ansible - Post Configuration
sauvegarde aulamaliquement 2 ¥M

0. s0m: J]

Figure 39 Schéma de chaine d'automatisation

7.5 Limites et précautions d’usage

Bien que 1’automatisation apporte de nombreux bénéfices, certaines précautions doivent étre

respectées :

- Vérifier I’état de la machine virtuelle cible avant tout déploiement.

- Ne pas lancer plusieurs actions concurrentes sur une méme ressource.

- Tester les playbooks Ansible dans un environnement de validation.

- Limiter les droits utilisateurs aux actions nécessaires.

- Surveiller les logs Jenkins et Ansible en cas d’échec

Ces bonnes pratiques permettent de maintenir la stabilité, la sécurité et la fiabilité de la plateforme

automatisée.
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Chapitre 8
Supervision et journalisation

8.1 Consultation des statuts d’infrastructure

Le dashboard offre une vue synthétique de 1’état global de I’infrastructure.
Les informations consultables incluent :

- L’état des nceuds Proxmox (actif, indisponible, en maintenance).
- Le nombre de machines virtuelles actives.

- L’utilisation des ressources (CPU, mémoire, stockage).

- Ladisponibilité des services critiques.

Ces indicateurs permettent a 1’utilisateur d’identifier rapidement toute dégradation de service.

8.2 Acces aux journaux centralisés (Graylog)

Les journaux systemes et applicatifs sont centralisés via Graylog, garantissant une vision unifiée des
événements.

Graylog permet :
- Lacollecte des logs des nceuds Proxmox.
- Laremontée des logs des machines virtuelles.
- L’analyse des événements de sécurité et d’exploitation.

L’accés aux journaux se fait depuis une interface dédiée, avec des mécanismes de filtrage et de re-
cherche.

Welcome to Graylog

Username

Password

Figure 40 Fenétre de connexion a Graylog
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Message Count

10,000
o l
0
06:00 12:00 18:00 00:00 06:00 12:00
Dec 18,2025 Dec 19,2025
All Messages
timestamp = source
pve0l
pre01
pveol
pve0l
pre0l
pve01
2025-12-19 07:56:45.647 pve01
user@e_servi 1
pve0l
pve0l
pveol
pveol

Figure 41 Graylog - Réception des logs pve001

8.3 Lecture et interprétation des logs
Les logs sont organisés de maniére a faciliter leur interprétation.
Chaque entrée de log contient généralement :
e La date et ’heure de 1’événement
e Lasource (nceud, VM, service)
e Le niveau de gravité (information, avertissement, erreur)
e Le message associé

Une lecture réguliére des journaux permet d’anticiper certains incidents et de comprendre le comporte-
ment du systéme.

Log Volume by Message Count = Log Volume by Message Size 4+ -
Messages over time by Streams » &
" |
T 530 se90 o630 oS00 oS0 oTos00 =]
B Default Stream
go-tow @ |
Messages over lime by Inputs > el Messages over time by Nodes > Lo 4
©
»
x II II " l
0
o 05130 orsem 2830 05430 OTSN00  O1sh30  OFSGR0  OKS630  OTST90  O1ST30  O7SSW 0ss30
ow @ Sminuessgo-Now @

Figure 42 Graylog - Filtrage des Logs
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8.4 Détection des erreurs courantes

Gréce a la centralisation des journaux, les erreurs les plus fréquentes peuvent étre rapidement identi-
fiées, notamment :

- Machines virtuelles inaccessibles.

- Echecs de déploiement automatisé.

- Problémes réseau ou de connectivité.

- Erreurs d’authentification ou de permissions

Le dashboard peut afficher des messages explicites afin d’informer 1’utilisateur et de limiter les erreurs
de manipulation.

All Messages
timestamp =
2025-12-19 08:00:45.686

2025-12-19 08:00:45.685

d2c29e10-dcb0-11f0-a695-000c29¢c7a337

Timestamp application_name
2025-12-19 08:00:45.685 systend

Received by facility
Proxmox001 on & 2¢7f41bb an systen daemon
Stored in index facility_num
graylog_1 3

Routed into streams full_message

<36>1 2025-12-15T09:00:45.685678+01:00 pvedl systemd 1 - - run-user-0.mount: Deactivated successfully
level

6

message
run-user-8.mount: Deactivated successfully

process_id

source
pves1

timactamn

Figure 43 Graylog - Messages explicites d'authentification

8.5 Bonnes pratiques de supervision

Afin de garantir une supervision efficace et proactive, les bonnes pratiques suivantes sont recomman-
dées :

- Consulter régulierement les indicateurs du dashboard.

- Mettre en place des filtres et recherches enregistrées dans Graylog.
- Surveiller les erreurs répétitives ou inhabituelles.

- Conserver un historique des événements critiques.

- Réagir rapidement aux alertes pour éviter les incidents majeurs.

Une supervision rigoureuse contribue directement a la stabilité, la sécurité et la disponibilité du cloud
prive.
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Chapitre 9
Sécurité et bonnes pratiques

9.1 Principes de sécurité du dashboard
Le dashboard a été concu selon une approche Security by Design, intégrant les principes suivants :
- Acces sécurisé par authentification forte.
- Limitation des priviléges utilisateurs.
- Centralisation des actions sensibles.
- Tracabilité des opérations reéalisées.

Toutes les actions critiques (déploiement, suppression, exécution de scripts) sont encadrées et contrd-
1ées afin d’éviter les erreurs ou les abus.

9.2 Acceés réseau et restrictions
L’accés au dashboard est strictement limité et controlé.
Les mesures mises en place incluent :
- Accés exclusivement en HTTPS.
- Acceés autorisé uniguement depuis le réseau interne ou via un VPN sécurise.
- Filtrage réseau assuré par le pare-feu PfSense.
- Aucune exposition directe des interfaces d’administration sensibles sur Internet

Cette approche réduit considérablement les risques d’intrusion et de compromission.

c ex. P : .~
: onnex ____} msénse - N
e securisee Interne
N —— =

(VPN) S ey ®”

Utilisateur Serveur VPN Firewall (pfSense) Cloud privé

9.3 Gestion des sessions utilisateurs
La gestion des sessions vise & prévenir les accés non autorisés et les détournements de session.

Les mécanismes implémentés comprennent :
- Sessions utilisateur temporisées.
- Déconnexion automatique apres inactivite.

- Invalidation des sessions apres déconnexion.

Page -60-]|78



Guide Utilisateur
Copyright © 2026 NebTech

- Protection contre les tentatives de connexion répétées.

Ces mesures garantissent que seules les sessions actives et 1égitimes peuvent interagir avec le dash-
board.

9.4 Bonnes pratiques de sécurité utilisateur

Afin de maintenir un niveau de sécurité élevé, les utilisateurs doivent respecter les bonnes pratiques
suivantes :

- Utiliser des mots de passe robustes et uniques.

- Ne jamais partager leurs identifiants.

- Activer et conserver le second facteur d’authentification (2FA).

- Veérifier les messages de confirmation avant toute action critique.

- Signaler immédiatement toute anomalie ou comportement suspect.

Le respect de ces régles contribue a la sécurité globale de I’infrastructure.

9.5 Recommandations ANSSI appliquées

Le projet s’appuie sur plusieurs recommandations de I’ANSSI en matiére de sécurisation des infras-
tructures virtualisées, notamment :

- Utilisation d’un hyperviseur de type 1.

- Segmentation stricte des réseaux.

- Accés administrateurs protégés.

- Journalisation et supervision centralisées.

- Limitation des services exposés.

- Privilégier les solutions open source auditées.

Ces recommandations renforcent la résilience, la tragabilité et la maitrise de I’infrastructure tout en
s’inscrivant dans une démarche de conformité et de bonnes pratiques reconnues.
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Chapitre 10
Dépannage et support

10.1 Problémes d’accés au dashboard

En cas d’impossibilité d’accéder au dashboard, plusieurs vérifications doivent étre effectuées :
Vérifier que la connexion réseau est opérationnelle
- S’assurer que la connexion VPN est bien établie.
- Controler ’accés en HTTPS (URL correcte, certificat valide).
- Vérifier que le navigateur utilisé est compatible et a jour.
- Confirmer que le compte utilisateur dispose des droits nécessaires

Si I’acces reste impossible aprés ces vérifications, le probléme peut étre lié a une indisponibilité tem-
poraire du service ou a une restriction réseau.

Vérification 2FA

Connexion

Hiisaz los iserdfiants fournis par ladminisirataur,

tgentiflant
ract.

Mot de passe

Figure 44 Dashboard - Authentification erronée

10.2 Erreurs courantes lors des déploiements

Lors du déploiement automatisé de machines virtuelles ou de solutions applicatives, certaines erreurs
peuvent survenir, notamment :

- Machine virtuelle cible inaccessible ou arrétée.
- Adresse IP incorrecte ou non joignable.

- Probléme d’authentification SSH pour Ansible.

- Echec d’exécution d’un playbook ou d’un module Terraform.

- Timeout réseau ou indisponibilité temporaire des services.

Dans ces cas, le dashboard affiche un message explicite afin d’informer 1’utilisateur de la nature du
probleme.
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X Echec du déploiement

Machine virtuelle 'A i i i i i
Le déploiement a échoué : la machine virtuelle cible n’est pas

pvedt —vm-dt . ocdible.

s i Veuillez vérifier I'état de la VM ou contacter votre administrateur.

192.168.1.197

: Fermer
Solution a déploy

Apache2

Figure 45 Dashboard - Echec du déploiement

10.3 Vérifications préalables
Avant de relancer une action ou de contacter 1’administrateur, il est recommandé de vérifier :
- L’état de la machine virtuelle (démarrée, accessible).
- Lacohérence des paramétres saisis (IP, solution sélectionnée).
- Ladisponibilité des ressources (CPU, RAM, stockage).
- L’absence d’erreurs bloquantes dans les journaux visibles.
- Lastabilité de la connexion VPN et réseau

Ces vérifications permettent souvent de corriger rapidement une erreur de configuration ou d’utilisa-
tion.

10.4 Procédure de remontée d’incident

Si le probléme persiste apres les vérifications, 1’utilisateur doit suivre la procédure de remontée d’inci-
dent:

1. Noter précisément I’action effectuée et le message d’erreur affiché

2. ldentifier la machine virtuelle ou le service concerné

3. Consulter, si possible, les journaux disponibles dans le dashboard ou Graylog

4. Contacter I’administrateur ou le support technique en fournissant ces informations

Cette démarche permet une prise en charge plus rapide et un diagnostic efficace de 1’incident.
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Chapitre 11

Annexe

11.1 Glossaire

Cloud privé
Infrastructure cloud dédiée a une seule organisation, offrant un contrdle total sur les ressources, la sé-
curité et les données.

Cluster
Ensemble de serveurs interconnectés fonctionnant comme une seule entité afin d’assurer la haute dis-
ponibilité et la répartition des charges.

Proxmox VE
Plateforme open source de virtualisation basée sur KVM et LXC, utilisée pour héberger et administrer
des machines virtuelles.

Machine virtuelle (VM)
Environnement informatique isolé exécuté sur un hyperviseur, disposant de ressources dédiées (CPU,
RAM, stockage).

Haute disponibilité (HA)
Meécanisme permettant d’assurer la continuité de service en cas de panne d’un composant de 1’infras-
tructure.

Ceph
Solution de stockage distribué assurant la réplication des données, la tolérance aux pannes et le stock-
age partage.

RBD (RADOS Block Device)
Type de stockage bloc fourni par Ceph, utilisé pour héberger les disques des machines virtuelles.

OSD (Obiject Storage Daemon)
Composant Ceph responsable du stockage physique des données et de leur réplication.

Infrastructure as Code (1aC)
Approche consistant a décrire et gérer I’infrastructure a 1’aide de fichiers de configuration versionnés.

Terraform
Outil d’Infrastructure as Code permettant de créer et gérer automatiquement les ressources d’infras-
tructure.

Ansible
Outil d’automatisation utilisé pour configurer les systémes et déployer des applications apres la créa-
tion des VM.

Dashboard
Interface web centralisée permettant de piloter, superviser et administrer 1’infrastructure cloud.
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Supervision
Ensemble des mécanismes permettant de surveiller 1’état, les performances et la disponibilité de 1’in-
frastructure.

Journalisation (logs)
Collecte et centralisation des événements systemes et applicatifs a des fins de suivi et de diagnostic.

Graylog
Plateforme de centralisation et d’analyse des journaux systémes et applicatifs.

VPN (Virtual Private Network)
Tunnel sécurisé permettant un accés distant chiffré a I’ infrastructure interne.

Authentification forte (2FA)
Mécanisme de sécurité combinant un mot de passe et un second facteur d’authentification.

11.2 Architecture fonctionnelle simplifiée

Connexion Sécurisée Tunnel VPN Chiffré Accés HTTPS API / Orchestration
P,
O 2
VPN WireGuard Firewall pfSense
Cluster , CARP

Utilisateur

BackUp Off-Site @ <

Stockage (@) ceph Supervision & Logs

Schéma réseau — Accés sécurisé au dashboard Cloud

Figure 46 Schéma réseau

Légende du schéma — Accés sécurisé au dashboard

Ce schéma illustre les modes d’accés sécurisés au dashboard de gestion du cloud privé.
En situation de télétravail, I’administrateur se connecte a 1’infrastructure via un tunnel VPN Wire-
guard, garantissant la confidentialité et 1’intégrité des échanges avant de traverser le firewall PfSense.

Depuis les locaux de NovaTechSolutions, I’accés au dashboard s’effectue directement sur le réseau
interne sécurisé, sans recours au VPN.
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Le dashboard Flask constitue le point central d’orchestration de la plateforme. Il communique avec les
outils d’automatisation (Terraform, Ansible, Jenkins) ainsi qu’avec le cluster Proxmox haute disponi-
bilité.

L’ensemble de I’infrastructure s’appuie sur une supervision et une journalisation centralisées, assurant
la tracabilité, la détection des incidents et le maintien en conditions opérationnelles.

-66-| 78



Guide Utilisateur
Copyright © 2026 NebTech

-67-|78



Guide Utilisateur
Copyright © 2026 NebTech

Chapitre 12

Webographie

Documentation de virtualisation et infrastructure

Proxmox Server Solutions GmbH.
Proxmox Virtual Environment — Documentation officielle.
https://pve.proxmox.com/wiki/Documentation

Proxmox Server Solutions GmbH.
Proxmox Backup Server — Documentation officielle.
https://pbs.proxmox.com/wiki/Main_Page

Proxmox Server Solutions GmbH.
Proxmox Datacenter Manager — Documentation officielle.
https://www.proxmox.com/en/proxmox-datacenter-manager

Automatisation & DevOps (Infrastructure as Code)

HashiCorp.
Terraform Documentation.
https://developer.hashicorp.com/terraform/docs

HashiCorp.
Terraform Provider Proxmox (bpg/proxmox).
https://reqgistry.terraform.io/providers/bpg/proxmox

Red Hat.
Ansible Documentation.
https://docs.ansible.com/

Jenkins Project.
Jenkins User Documentation.
https://www.jenkins.io/doc/

Sécurité, bonnes pratiques et recommandations

ANSSI — Agence Nationale de la Sécurité des Systémes d’Information.
Recommandations de sécurité relatives a la virtualisation.
https://www.ssi.gouv.fr

ANSSI.
Guide d’hygiene informatique — Bonnes pratiques de sécurité.
https://www.ssi.gouv.fr/quide/quide-dhygiene-informatigue/

WireGuard Project.
WireGuard — Documentation officielle.
https://www.wirequard.com/
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https://pbs.proxmox.com/wiki/Main_Page
https://www.proxmox.com/en/proxmox-datacenter-manager
https://developer.hashicorp.com/terraform/docs
https://registry.terraform.io/providers/bpg/proxmox
https://docs.ansible.com/
https://www.jenkins.io/doc/
https://www.ssi.gouv.fr/
https://www.ssi.gouv.fr/guide/guide-dhygiene-informatique/
https://www.wireguard.com/
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pfSense Documentation.
pfSense Firewall Documentation.
https://docs.netgate.com/pfsense/en/latest/

Supervision, journalisation et observabilité

Graylog Inc.
Graylog Documentation.
https://go2docs.graylog.org/

Prometheus Authors.
Prometheus Documentation.
https://prometheus.io/docs/

Grafana Labs.
Grafana Documentation.
https://grafana.com/docs/

Réseau, standards et protocols
IETF | RFCs : https://www.ietf.org/process/rfcs/

IETF — Internet Engineering Task Force.
RFC 1918 — Address Allocation for Private Internets.

IETF.
RFC 4632 — Classless Inter-Domain Routing (CIDR).

IETF.
RFC 8446 — The Transport Layer Security (TLS) Protocol Version 1.3.

Développement web & sécurité applicative

Pallets Projects.
Flask Documentation.
https://flask.palletsprojects.com/

OWASP Foundation.
OWASP Top 10 — Web Application Security Risks.
https://owasp.org/www-project-top-ten/
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Chapitre 13

Index

2

2FA--10-,-13-,-23-,-27-,-66-,-70-

A

Administrateur - -7 -, -28 -, - 33 -

Alertes - -30-,-32-,-47-,- 63 -

Ansible - -7-,-10-,-14-,-23-,-24-,-34-,-44- -46-,-51-,-52- -53- -54- -56-,-57- -58--59- -67--
70-,-71-,-73-

ANSSI - -15-,-20-,-66-,- 73 -

Apache - -52 -, - 57 -

APl --10-,-23-,-57 -

Apply - -39 -,-42 -

Authentification - -8-,-20-,-23-,-26-,-27-,-62-,-65-,-66 -, -67 -, - 70 -

B

bonnes pratiques - -5-,-15-,-20-,-38-,-59-,-63-,-65-,-66-,-73 -

[c

CD--10-
Ceph--10-,-23-,-30-,-32-,-35-,-69 -
Cl--10-

cluster --10-,-20-,-30-,-32-,-56-,-71-

connexion - - 7 -, - 26 -, - 46 -, - 47 -, - 48 -, - 53 -, - 61 -, - 66 -, - 67 -, - 68 -

creation - -7-,-23-,-34-,-35-,-37-,-38-,-39-,-42-,-43-,-46-,-56-,- 70 -
cycle de vie - - 13 -,-23-,-37 -, - 59 -

D

Dashboard - -7-,-8-,-13-,-14-,-15-,-20-,-21-,-22-,-23-,-24-,-27-,-28-,-29-,-30-,-31-,-32-,-33 -, -
46-,-47-,-48-,-49-,-56-,-58-,-67-,-68-,-70-

déploiement - -5-,-7-,-8-,-13-,-14-,-20-,-23-,-28-,-34-,-35-,-36-,-39-,-40-,-42-,-44-,-45-,-51 -, -
53-,-54-,-55-,-56-,-57-,-59-,-62--65--67- -68-

DevOps - -20 -, - 73 -

Disponibilité - - 32 -

DNS - - 10 -

Docker - - 52 -, - 57 -

Docker Compose - - 52 -

droits - -3-,-13-,-28-,-36-,-39-,-58-,-59 -, - 67 -

E

Echec--7-,-8--53--54- -55- -68-
événement - - 61 -
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[F

FreeOTP - - 27 -

G

Google Authenticator - - 27 -
Graylog --7-,-8-,-14-,-15-,-47-,-57-,-60-,-61-,-62-,-63-,-68-,-70-,-74-
groupes - -7 -,-42 -

H

HA - -10 -
HTTPS --13-,-23-,-25-,-26-,-65-, - 67 -

laC--10-,-56-,-70-

ID--42-

identifiants - - 46 -, - 47 -, - 48 -, - 66 -

infrastructure - -10-,-15-,-20-,-22-,-23-,-24-,-28-,-30-,-32-,-35-,-38-,-52-,-56-,-60-,-66 -, - 69 -, -
70-,-71-,-73-

J

Jenkins - -7-,-10-,-14-,-23-,-24-,-48-,-49-,-57-,-58-,-59-,-71-,-73-

[K

Kubernetes - - 52 -, - 57 -

L

logs - -7--15-,-31-,-47 - -57 - -58-,-59 -, - 60 -, - 61 -, - 70 -

M

machines virtuelles - -5-,-10-,-13-,-20-,-23-,-30-,-31-,-34-,-42-,-56-,-60-,-67 -, - 69 -
Microsoft - - 25 -, - 27 -

migration - - 41 -

MIGRER - -41 -

MON - -10 -

Monitoring - - 7 -, - 30 -

N

Nginx - - 52 -, - 57 -
neeud - -41-,-42-,-61-
neceuds - - 10 -
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[0

opératoires - - 14 -, - 39 -
OSD - -10-

[P

pipeline - -7 -, - 58 -

Pipeline - - 10 -

Plan - -39 -,-42 -

playbook - -7 -,-14 - -44 - -45- -46 -, -51- -53 - -54 - - 68 -

procédures - - 14 -, - 39 -

projet - - 10 -

Proxmox --7-,-10-,-23-,-24-,-30-,-32-,-34-,-39-,-42-,-44- -56-,-58-,-60-,-69-,-71- -73-

R

RACI - -5-

RAM .--13-,-35-,-68-,-69 -
RBD --10-,-35-,-69-
restrictions - - 15 -, - 28 -, - 65 -

[s

sécurité - -5-,-7-,-15-,-20-,-24-,-25-,-26-,-27-,-33-,-36-,-38-,-47-,-52-,-57-,-59-,-60-, - 63 -, - 65
-,-66-,-69-,-70-,-73-,-74-

Sécurité - -15-,-65-,-73 -

session - - 46 -, - 65 -

Shell - -10-, - 14 -, - 46 -

Stockage - - 35 -

Supervision - -5-,-15-,-31-,-60-,-70-,-74 -

suppression - -7 -,-23-,-28-,-33-,-36-,-37-,-38-,-65-

T

Technicien - - 28 -

Templates - -7 -,-35-,-42 -
Terraform--7-,-10-,-14--23-,-24-,-34-,-39-,-42-,-56-,-57-,-58-,-68-,-70-,-71-,-73-
TOTP --13-,-27 -

\
Vcepu - -35-
VLAN - -10 -

VM :-5--7--10--13--14--20-,-23- -28--32-,-33- -34- -35-,-36-,-37- -38-,-39-,-40- - 41-, -
42 - -44- -45- -52 - -53 - -58- -61- -69- -70 -
VPN --13-,-25- -65- -67 -, -68-,-70-, - 71-

[w

Web - - 46 -, -47 -, - 74 -
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